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Compound AI systems are everywhere…

Agentic workflows composed from LLMs, ML models, tools, web APIs…
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Are these systems efficient?
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Knobs:
1. Num. frames to process.
2. Enable/Disable STT.
3. LLM model.
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1. Compound AI workflow: Video Q/A
a. Possible configurations.
b. Workflow implementation.
c. Workflow execution.

2. Our vision.
3. Murakkab.
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Video Q/A: manual configuration
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Video Q/A: optimized configuration

4.27x energy saving
16.67% accuracy improvement
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Many configurations with only 2 knobs!
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Manual workflow configuration is suboptimal.
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Workflow execution today

Workflow(

     models=[A,B,C],

     api_keys=[foo,bar],

     stages=[S1,S2,S3],

     knobs={x:5,y:True}

)

Explicitly defined workflow logic 
coupled with configuration details.
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CLIP

Fragmented workflows spanning different entities with 
limited inter-layer visibility.
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 and application logic.
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1. Rigid workflows:
a. Tight coupling between configurations
 and application logic.

2. Limited cross-layer visibility:
a. Workflow orchestration and
 resource management.
b.   Multiple model/tool providers.
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Optimizing for efficiency

Efficiency:
• Reallocate models and resources with changing workflows/load.
• Collocation and model sharing:

• More batching reduces marginal cost of serving new workflows.

Quality:
• Open-source datasets/benchmarks as a proxy for new queries.

• Categorize new queries based on “known” datasets.

• Periodic feedback from users.
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Video Q/A: optimized configuration

4.27x energy saving
16.67% accuracy improvement
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Dynamic workflow optimization
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Are these systems efficient?
NO! But they can be…

 

1. Decoupling app. logic from configuration
2. Unified compound AI system
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What’s next?

Efficiency:
• Different hardware configurations.
• Multi-workflow joint optimization.

Quality:
• Per-task quality vs end-to-end quality.
• Closed source models (e.g., GPT-4o).

End-to-end automatic profiling and optimization framework for
multiple workflows on shared infrastructure.
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